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Modus: the Praxeme methodology

Configuration Elements

The position of this module in the methodology

Situation in the The methodology Praxeme is based on and structbyedhe “aspects” and the
documentation Enterprise System Topology. The general guide (P@2W-explains this approach.

PxM-41 is an addition to the guide for the logiaapect (PxM-40).

Figure PxM-41en_1. Structure of the Praxeme coipuke “Product” dimension
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Owner

The Praxeme methodology results from the initiafimean open method. The main
participants are the enterprises SAGEM and SMABAM] the French armyThey

combined their forces to found a public ‘open’ nethThe Praxeme Institute maintains and develoissjoimt

asset.

Any suggestions or change requests are welcomas@iddress them to the author).

Availability This document is available on the Praxeme websitecan be used if the conditions

defined on the next page are respected. The so(doesiments and figures) are

available on demand.

! See the web siteyww.praxeme.orgfor the entire list of contributors.
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Configuration Elements
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License

Conditions for using and distributing this material

Rights and This document is protected by aCteative Commons license, as described below.
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= Dominigue VAUQUIER, for the document ;
= The associatioRraxeme Institutefor the entire methodology Praxeme.

We ask you to name one or the other, when you as®et quotation or when you refer to the genpradciples of
the methodology Praxeme.
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You are free:
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Under the following conditions:

Attribution. You must attribute the work in the manner specified by the
author or licensor.

Share Alike. If you alter, transform, or build upon this work, you may
distribute the resulting work only under a license identical to this one.

*  For any reuse or distribution, you must make clear to others the license terms of this work.
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Your fair use and other rights are in no way affected by the above.

This is a human-readable summary of the Legal Code (the full license).
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Introduction

Deriving the LDM from upstream models

This document capitalizes on database design, basexh object model. It aims to
provide a synthesis of the rules which enable thasition from an object-oriented
business model to a logical relational data mo@leé business models which will be
derived are:

Document
Objectives

= the semantic model, of course, primarily a modehef‘business objects”;
= the pragmatic model, at least the parts which ssreobjects of the organization.

The derived rules presented here take us from s5 claodel to a logical relational data model (LDN®ther
database management systems (DBMS) are not discumsiés document.

Principle The philosophy behind the Praxeme methodology isedbaon the separation of
concerns (cGeneral Guide PxM-02

Upstream Aspects  The LDM design begins with:

= the semantic model, primarily in the form of classdels;

= the pragmatic model, if it includes a class modedadibing the activity (actor, role, authorizatiatructure,
dossier and other activity objects).

This limitation to the class model can be explaibgdhe design aim: focusing on persistent datnly deals with
the static elements of the model. However, it Wl necessary to consider the presence of a stateimaaand to
ensure its persistency.

Downstream  Derivation is key to data design. This guidance gioes with the MDA standard.
Aspects  Semantic and pragmatic models abstract away techiesl A glimpse of the technical
choices to be made appear with the LDM: at the leagt, it needs to take into account
the styleof the DBMS chosen. In this case, it will be alierelational DBMS.

Details about the vendor, version and DBMS postisl are technology specific. They will condititive physical
data model design. Resulting from database opttinizathe physical data model design will be memtid in the
last section of this document, but remains outtidescope of this paper.

The need for an The need for an LDM has, on occasion, been thessubf debate. Why not directly
LDM generate this last stage of the chain — the phydata model? Because many decisions

concerning the data model can be taken indepenydeotth technical considerations, at
a logical level. This means the model will be useain a wider scale.

Why yet another data model within the logical aspecaddition to the service and data flow moddtgzause
these models, while close structurally, meet defifiérequirements. Their design and optimizatioeguhay differ.
In addition, the LDM is an essential tool for degliwith themes such as data historization and fityegvhich the
semantic model may have put to one side.

2 MDA: Model Driven Architecturea standard defined by the Object Management G{@MG), which recommends
separating models. Upstream modelplatform-independent mode(PIM) are independent from technical choices asd,
such, are fairly stable and transportable into EveystemsPlatform-specific model§PSM), are derived from PIM by
implementing certain technical choices.

Réf. PxM4len-gLDM.doc v. 1.3 Praxeme Institute @ +33 (0)6 77 62 31 750 info@praxeme.org
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Guidance for data architecture

Service is the only means of access to information

Style of DBMS It is appropriate that this document only focusestloe relational style, limited to

standard SQL. However, with regards to inheritarice, possibilities of an extended
relational model are mentioned, without going idetail about the advanced possibilities of the RCEMN the
marketplace. In order to do so, we would need f@ tstock of those derivation rules which exploiegh
possibilities, in what could be defined as the éexted relational” style.

Data and services Data architecture is influenced by the approaclsehdor the system architecture.

Functional  With a functional approach, the transformationte tonceptual model into the LDM
Approach  happens outright, without any fracture or structditge derivation rules can be applied
quasi-automatically, irrespective of structure. TH&MS takes a predominant role and
the designer can leverage all the possibilities iflational technology offers.

Figure PxM-41en_2. Data architecture in a servigeented approach
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Figure PxM-41en_3. Data architecture in a serviceented approach

Service oriented  The DBMS alone would not be able to manage alhefdata constraints. Services are
approach  designed to provide the only valid access to infdiom and to guarantee all the
constraints. Logical architecture appears therefasea service plane, overseeing and
masking the data plane. The following paragraphildethe consequences of this guidance.

Consequences Service-oriented architecture (SOA) aims to denéonomous components (“logical

blocks”, machines, workshops, etc.). Their autonooovers data management,
grouped according to the semantic criterion. Raniiig the semantic model into object domains anacgiring
the pragmatic model will shape the LDM, just likey do with the service plane.

In addition, there are essential requirementsiivice design:
= Each table is under the exclusive responsibilitg Gdgical machine

= The need for information is satisfied purely byvsees.

% In fact, by applying our logical design proceduaesl methods, two machines pilot one table: theaeteary machine and the
collection machine (clLogical Aspect Guidaeference PxM-40).

_
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These rules banish all direct access to the dagabéth the exception of the data-owning logicachiaes.

Radical SOA If we push SOA logic to the extreme, what we arekiog to do, is to develop
Approach  autonomous, logical components. In Praxeme terrhg ‘togical workshop”
corresponds to what will be the deployment unitthe physical aspect. When a
workshop acts as an autonomous component, it nbahshe software deriving from it, can be taked alaced
on one node or another of the hardware architecAtr¢he very least, therefore, the workshop needske its
data resources with it. The consequence is thia:riadical SOA approach, databases are partitianedrding to
the logical architecture and defined by the bouiedanf the logical workshops. This leads to bashesnas being
reduced to a few tables. The perimeter of thesiedaslimited to that of the logical workshops.

Without going so far, we can continue with datah@ecture habits but introduce larger schemas,dsine
accordance to the factories. However, even indhie, we should prohibit any manipulations whichbggond
individual workshops and refuse all joins betwealplés, which are dependent on different workshdpss are
permitted within logical workshops, but prohibitedtween workshops. They should be replaced bycgepalls,
which separate the workshops and let them evollependently.
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Guidance for data architecture (cont)

How to size the database

Scale of the The intention is to develop sufficiently autonomasnponents in order to facilitate
database deployment. Indeed, the logical architecture prepdine system in view of a complex

deployment. It is not enough to think about thesyEtem in an organization, you need
to anticipate building a system of systems, whiwdorporate partner systems together, in a coherannet.

At the logical level, the deployment unit is th@dlcal workshop”, i.e., the aggregate of the intediary level,
between the “logical factory” (equivalent in sizea “domain”) and the “logical machine” (assembfyatomic
services)

Extreme option  An extreme implementation of the SOA approach wadchpaign for the scope of
databases to be defined by the scale of the logicgtshops. In so doing, the workshop would contgita perfect
deployment unit, taking with it both data and pasEs. Obviously, this option considerably fragméehés data
architecture. Its validity depends on the levetlefail selected for the workshop: if the workshaps too small,
limited say to one or two tables, the scale willoeger be compatible with that of a database.

Even without falling into this trap, this option d&ta architecture does not fully exploit the RDBM8hnology; it
reduces the scope of the joins and the integrihgtraints.

Intermediary  Less radical, the intermediary option chooses tigichl factory as the perimeter for
option  database definition. This is fairly common practizbere the notion of domain defines
the database. However, there are several, noteehbhges:
= The semantic model is structured by object domashfunctional domains. The architecture grapthésefore
different. Even the data definition changes: thislvious in the case of generic notions, suctpassbn”.
= The problem of non-redundant data and of reusdsléaan aspirational, ideal architecture, whepteae of
data would only occur once (e.g., “address”, b#f & client, a stakeholder or an expert; or “oljj@csured or
damaged).

Downgraded  The previous options shatter typical data archirectlesign. They raise the question of
option joins and long-range constraints, that can no Iohgeentrusted to the DBMS. More
difficult still, is the question of distributed traactions. Indeed, when the data model is
built to correspond to the service model, the fiomatl transactions are more likely to be spreasdseciseveral
databases.

4 We talk of inter-organizational information sys&i®IS.

® For more information about these notions, plea&er to the_ogical Aspect GuidePxM-40.

-
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Guidance for data architecture (cont)

Design work

Structuring the The logical model is structured as follows:

LDM = Firstly, with the “Foundation” stratum (“Core”), éh“Operation (or “Activity”)
stratum, and if necessary, the “Interaction” strétu

= Secondly, in “logical factories” within each stratu

If we implement the intermediary option mentionegviously, the designer will introduce an LDM incka
factory. To do so, he creates a package for the lubile factory, at the same level as the factooykahops.

On the other hand, if we implement the “radicaltiop, the LDM will be described within the workshaogt the
same level as the logical machines.

The workshops have a right to examine the LDM eirtifactory (and their factory alone; other dataievided
either from parameter rules, or from service ctdwards other workshops). This visibility is cléd by the
use/dependency associations shown in the worksbsipgning diagrams.

Verifying the LDM It goes without saying that the LDM checks the rarforms defined by relational
algebra. They are already at work in the semantdeh as they allow for a better
expression of the “business” knowledge.

We are interested here by the changes, broughtt diouhe service-oriented approach, in the desigd a
verification of the LDM.

The dependencies that the designer indicates omdlae! (see above), grant rights which are toadaching. All
the machines in the workshop have formal rightsalbrthe tables. The designer must ensure, therefoad the
encapsulation principle is respected. In other word

= that each logical machine only accesses a redunether of tables: the tables that it explicitly owfs
principle table, possibly satellite tables suchlyae and historization);

= only the two owner machines can manipulate eade;tabe elementary machine loads the line dataewthi
collection machine searches for and creates lines.

® The materialization of the “interaction” stratumthe logical model, enables the man-machine digldg be processed, from
a logical point of view; i.e., independently frohrettechnology interface and ergonomic design.

" In the “Foundation” stratum, the logical factori@srespond to the object domains of the semantidet In the “Operation”
stratum, they cover an activity or a business cdr{gg., partner enterprises). The logical fae®f the “Operation” stratum
translate the functional domains. One particularksbop is LW_Organization, which proposes transveservices linked to
the activity description, the activity rules ane #uthorization control.
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Summary of data related decisions

The transformation chain

(Directing the logical derivatioD—»( Automatically deriving the }C Intervening on the LDM )

Objective

Bring the necessary data fa
guiding the derivation.

r Automatically produce a firg
table description

Produce the definitive LDM
with all the requisite details

Support

The object model (semantic

part of the pragmatic model].

br  The logical data model.

Ditto.

Classes and tagged values

bn Tables: “table” stereotype

Ditto + column details, PK

Interventions

Form .
the classes and attributes classe$ and FK.
Decision |1 Request automatic namq  Automatic step (the only J1. Rename the “oid”
generation when decision in this step is generated.
necessary. concerned with the databad )
, _ perimeter; this is a data |2 Describe the name
2. Choose an inheritance architecture decision. as contents.
transformation option. i i :
P discussed in the previous 3. Complete all special casp
3. Give a name to tables pages). transformations (qualified
generated from and ternary
associations, and associations§. Reuse the
sometimes from class@s roles (columns and FK).
11
' 4. Delete tables generated
for codification and
modify the type of codes
5. Specify column formats.
Additional State variables.

External domain data.

8 This step assumes the use of the SQL module ibkiie tool.

° Primary keyqtable names) anfdreign keygpointers to the names of other tables).

2 The class name chosen should remain as closesatbigoto the business language. If it containsatttars that are not
compatible with the DBMS environment, the resultialjle name must be associated with the class.

" These decisions are value tagged on the modet{tioi! itself is not modified).

1240id” = object identifier

13 Current automatic transformations do not covettadlpossibilities of expression (especially aémantic level) that a UML

model can offer.

n Praxeme Institute

E http://www.praxeme.org
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Summary of data related decisions (cont)

Distribution of decisions

Class and attribute persisterjcyWe can decide to stock thq Generation and optimizatiog

Persistenc ) ; . ) X .
y are decided from the semanfic derived attributes in table | of the physical schema of the

model“. form®®. database (DDP).
Identification Among_class properties., iti Prospegtive name pr_operties Thg automatic counter
possible that some will are picked up again by (physical name for the tablg
already have nam&sind be | primary keysn the LDM. lines) can be used as an

listed as such. But, artificial Tables, derived from classgs identification solution.
names, with no semantic | without names, are given aj
value, are never listed in th§ artificial name.

semantic model. ) )
In all scenarios, the designé

is responsible for defining
name content and
composition.

=

The semantic model uses] The target DBMS style cary Optimization provides bette
inheritance to arrange include a natural inheritancg¢ links between the tables
concepts into classificationg. solutiort®. If not, inheritance] implicated in classification.
trees are transformed
according to one of the
possible options, on a case
by-case bast&

Inheritance

¥ In business informatics, data described in thenfarf attributes in the semantic model is almostagisvpersistent. By
default, modeling tools designate classes andatés as persistent.

5 Derived attributes (in a UML sense), behave agadjmms: their values are obtained by calculatiomavigation (e.g., a
person's age — obtained using the date of birthhoAmalized LDM would not retain these attributes iawould mean
introducing functional dependency amongst the datmcerned with optimization, the designer may dechowever, to list
the attribute in the storage support, in colummfofhis solution is mainly of interest when theided attribute produces
consolidated data (calculations on groups of objemt when it requires complex navigation.

8 DDL: Data Definition LanguageThese are the “create table”, etc.

' We are talking about “properties”: these can ltebaites of course, or operations. For example stheal security number
should be restored using an operation or, betiigrasterived attribute, aggregating part of tretedof birth, the sex, etc. In
this way, functional dependency is avoided. The Imer's ability to identify the person is, of coursstained.

18 Extended relational technology or relational objehnology provide an inheritance solution, byirdeg types and
subtypes.

19 See further on in this document.
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Association Cardinalities, formal The designer implements th
constraints: associative | transformation rules decide
classes, qualified associatiofs,  upon for each case.
ternaries, aggregates and
compositions, ordered
constraints, etc.

==

Codification? | The semantic model resortsjto The logical model sets up 4  The physical architecture
data types (UML), single mechanism for dictates how the solution wi
codification and enumeratiof, processing codifications. It] be deployed, with regards t
to describe coded referencp also defines associations] codification management

=4

values. between the logical machings (table or structure
and this mechanism. duplication...).
Historization | The semantic model makesfa An overall historization The technical solution can
note of specific notions thaf solution can be elaborated ftprovide general solutions foy
are subject to time constraings. the logical level. both historization and backup,
There is no general solutitin at a physical level.
; Impact on codification The codification solution
Multi-systems, pact on ! :
multilingualism definitior®. Currency is takes the multi-system and

encapsulated in the Amourgmultilingual requirements intp
class, which ensures the | account. Currency processifg
necessary conversions. adds columns to the tableq
containing the amounts.

Data format | The semantic model describes The LDM provides the Converting pivot formats int@
attributes from atomic typeg requisite details about the dqta the chosen RDMS terms.
with no other detail, except h format. Length, pivot type | Possibly, volume constraintg

exceptional casés compatible with target | (chain length, texts, blocks..]).
technology...

Complex types Natural attributes: typeslgta| “Simple” column conversion
types or classes.

State | State machines model the IleThe LDM allocates a columh
cycle of the business objec to store the current state.
Special cases: superstates gnd
concurrent states (see pa
24).

% Codifications are significant conventional valubsiited to predefined sets. They often associatode with a readable
label. They are sometimes referred to as “referdabies”. This expression has two drawbacks: jirsthe term “table”
denotes a technology solution; secondly, the teafefence” refers to other uses (in an urbanizajmproach, referential data
is mainly about business objects, shared betweglicapons: e.g., person).

2L The problem of historization leads to the datendeincluded in the model structure itself and tamewus ternary
associations. Rather than sophisticate the modéhignway, this question is not processed in theasgic modeling but
reappears in the LDM.

22 The multi-system dimension is a direct resulthe strategic will to open the system to partners.

2 Only rarely does the specific format of a piecedafa come with a semantic value. Example: theasseicurity number.
Counter example: limiting the length of a persdaés name has no semantic value.

e
n Praxeme Institute E http://www.praxeme.org Réf. PxM4len-gLDM.doc v. 1.3




Guide PxM-41en « Deriving the logical data modehtf the business model »

Prerequisite work on the semantic model

Logical considerations must not flow back into semantics

Principle The transformation chain anticipates interventionsthe semantic model. Without
these interventions, the transformation into tiggdal data model would not work.

However, these interventions are only allowed #ytldo not alter the structure of the semantic mo@iagjged
values are introduced in the modeling tool, by nseafra. UML profile, for example.

Logical data The following data will guide the derivation of thiass model to the LDM:

= desired persistency of the class or attribute (thigsion is a semantic one);

= table names, should reusing the name of the magelement (class or association) be unsuitgble
= option for inheritance transformation (this is dissed later on);

= request for automatic “OlD"apject identifiery generation.

Identification Generating an LDM will only work if each class lasobject identifier. In the absence
of an identifier, connections between tablésreign keyy cannot be built. In the
semantic model, there are two ways of preparingdietifiers for the LDM tables:

1. The class can contain one or more identifying kaités. These are the natural class properties vihleh a
distinctive value for each object. Artificial atitites, which may have been created to identifyottjects are,
of course, eliminated. They have no place in timeasgic modér.

2. If a class has no naturally identifying propertye tdatabase modeler will, by tagged value, reghastan OID
be automatically generated. The resulting colunihtiagn be defined by the designer, on the LDM.

Embedded classes Interlinked classes are only used in the semantadely by the modeler, for

classification purposes, to facilitate the opegtof the model. This “rogue” use of
interlinked classes creates problems when gengriateanLDM. Interlocked classes have a specific rmegrinked
to programming languages. It is therefore neceswadelete them from the semantic model or, if thigot an
option, to specify the derivation required in tbése.

%4 This case systematically arises when we make allest naming tables. As for the semantic modéviors the readability
and restitution of the spoken word. At a bare mumm it is necessary to name the tables which cooras$ to associations.
Indeed, associations are almost always named witkrla, conjugated in the present simple, in orderecreate the spoken
phrases.

% Limited case scenario: in data management, lotsuafibers (client, file...) have the role of aridicidentifier. When the
modeler has been given a mandate to innovate tharges, he removes these numbers from the senrantiel. In analysis
(observation without intervention), as far as thpssperties are known to the actors of the systamymodeler can put them
back into the model.
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Prerequisite work on the semantic model (cont)

Additional comments

Currency The Amount class encapsulates currency processing.

Its attributes are private and the data is onlydusethose operations incorporating a
currency definition parameter, activated by thespemaking the request.

It is wise to keep the value date, which could beessary for conversions. The rest of the moderefan to the
Amount class, as an atomic type, without goingugioan association.

Deriving the LDM from the semantic model transforthe Amount type attributes into three columns:ueal
currency code and value date.

The currency code refers back to the codificatadet.

Naming conventions can take the attribute nameaherfirst column; “cd_currency” and “dt_value” cae then
added to this name.
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Deriving the LDM from the semantic model

General Points

Main directive The passage from the semantic model to the logicalel needs to remain as easy to

read as possible. The designer, therefore, lirhigsttansformations made on model
element names (class names which become table natigbute names which become column names...).
Derivation exploits not only class and attributemes, but also the role and qualifier names foundtran
associations.

Conventions At a project level, or even better, at an IT daparital level, naming conventions are
established. For example:

=  “TB_": prefix for table names;

= “id_": prefix for identifiers;

= ‘“cd_": prefix for codes;

= “FK_": for “foreign key";

= “PK_": for “primary key” (generated by the tool, timot kept as column name).

In this example, upper case letters are used lite teames; lower case letters for column names.

Aside from the conventions mentioned above, the LEI¥ment nhames must comply

Naming i the following conditions:

constraints

= They comply with standard SQL (no use of reserv@t ®ords; special characters are deleted).

= They do not interfere with the automatic generatignthe SQL module of the UML tool (surprises aot n
unknown here).

Table names do not have to reflect machine nanfesLDM and the service model can be disassociated.
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Deriving the LDM from the semantic model (cont)

Deriving inheritance

Extended relational The extended relational DBMS incorporates mechamiafnich are like object logic.
model The notion of subtable provides an elegant andccdselution to inheritance. A table

corresponding to the parent class is created viellbby as many subtables as there are
subclasses.

This facility is, however, rarely authorized by ifanagers, afraid that they will not be able to mraiss behavior,
or who have simply not taken the time to evalutate i

Three classical When we abstain from using the typing proposechkyDBMS, the inheritance present
options in the business model (semantic or pragmatic) festansformed and flattened in the
tables.

There are three options for this transformation:
= one table per class;

= one table per concrete class;

= one table for the group of classes.

One table per  In the first option, as many tables as there assels in the inheritance tree are defined
class — be they concrete or abstract cla¥ses

This option is the most rigorous one, as it avaitisbute redundancy and respects the
first normal form: each column receives one, anlgt one, value for all the lines in the table.

This comes at a cost: the number of tables anéddbeciations between these tables. All of thededabaintain
associations which reproduce the inheritance f{fé®se associations are materialized by foreign keyshe
identifier. The identifier is first defined in thiable corresponding to the root class. All the pthbles possess the
same identifier.

A column must be added to the root table, to indithe type of occurrences. The value of this colwill enable
the object data to be put back together, by expdotiie “subtables” associated with this type. lnllélee data can
be spread across several tables, if the classificet on several levels.

On table per  The intermediary option enables the number of gblehere the inheritance tree
concrete class  contains abstract classes, to be reduced.

To compensate:
= Attributes of parent classes are translated intongos, which are duplicated across several tableace the
structural redundancy.
= Associations at the top levels of the inheritanee tmust be “brought down” across several tabldsctw
complicates the data model.

One single table  When the subclasses carry relatively few attriquéesl when a high proportion of
attributes are common to the concrete classestdnipting to group the data together in one sitadike.

% A class is said to be “concrete” when it can stantiated (objects are created from it); in thpagite scenario, it is said to
be “abstract”. Inheritance root classes are oftastract, but this is not always the case. Whatéweievel of inheritance, a
class can be concrete. On the other hand, a laa$ cif the inheritance tree, has no reason to $teaabwhen the model is
finished.
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This option does not respect the first standarthf@s columns translating the attributes of theclagises will not
be fed by all the occurrences. This makes savinglddm attributes complicated. However, for the,résis
solution simplifies the data model.

Criteria of choice . _ . . .
This discussion shows that there is ho one optiah ¢an be implemented across the
board. The designer decides on a case-by-case Weagihing up the advantages and the disadvantages:
= What proportion of common attributes are there, gamed to specific attributes (parent/child claszes)
= Are there a lot of associations and how are theyeoted to the inheritance tree classes?
= Do we accept the required normalization and sojghtidn for Boolean values?
= What type of queries will we need to build?

Option one (a table per class), for all its rigeiquires very sophisticated queries to be builis T not necessarily
insurmountable, as this complexity is masked bylalgeeal machine which owns the tables.

Type In all instances, where the LDM does not transtae inheritance tree as is, it is

necessary to define the occurrence type. In mastscahis leads to a type column
being added (a subclass), which enables the ihyegfrithe data to be verified. Only the columns miegful for
the type should be filled in. The type can be pssed like a codification (code plus label).

Intermediary For any given inheritance tree, the designer ajgiescthe above-mentioned criteria. If
solutions the tree is extended (wide and deep), the desmarecombine the options: e.g., cover
several concrete classes by a single table, whileggsing the rest as in option one.

This work should be done on a case-by-case basis.

Although the transformation logic for inheritandscaoccurs for logical machines, data-related adice-related
decisions are independent. Structural and formastyuirements differ for both. For example, optiodata is
tolerated more easily in a service contract thathénLDM.
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Deriving the LDM from the semantic model (cont)

Deriving associations

Exploiting We would like to keep, in the upstream models @aband others), as much of the
semantics semantic as possible, protecting the capacitieexpiression freed up during the

semantic modeling. This applies to both data amdce models. The following two
paragraphs provide answers to this aspiration.

The derived table comes from either a class orsanaation. In the case of a class,
the table can take the name of the class as d@riby adding a prefix (e.g., TB),
which avoids potential confusion during discussions

Table name

In the case of an association, the name is notttirderived. Indeed, our semantic modeling rulies greference
to verbs conjugated in the present simple to nassedations. The concern here is to restore thedsslanguage
and to make the model readable. For example, thienGtlasshffects(association) an Object (class).

It would not be very becoming to hame tables dfierverb. Better to prefer a name which can beimddafrom
the verb in a substantive wéy.

Roles  Columns containing foreign keys should be namedoby names, when they exist on
the association. Thus, when table TB_B containsraidgn key to table TB_A, the most significant nafoethis
column is the association role name, on the classlé&

In the figure below, it is “A's role”. For examplelient”, Person role in a Contract association.

Figure PxM-41en_4. A binary association drawing

A A’s role << association name >> B’srole B
minl..maxl min2..max2
Association Logical architecture and the partitioning in objetimains at the semantic level,
orientation introduce constraints for the logical data modéie TDM has to take note of them

(see 8 on data architecture). These architectunest@nts prevail over the
transformation rules hereafter.

2" This name is introduced, before derivation, infihren of a tagged value attached to the associatipnihe SQL module of
the UML tool. The interest in value tagging the ibess model, lies in keeping the decisions as althe possibility of
generating the data model several times.
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Deriving the LDM from the semantic model (cont)

Deriving binary associations

Ordinary binary Binary associations are derived according to timeseules formalized by the Merise
associations method (passage from the CDM to the LDM) or thetgmnelation methods. They are

covered by the following paragraphs, but only apflyhey do not violate the
association guidance.

Cardinalities  This rules take the cardinality of the associatioi® account. In the figure on the
previous page, minl and max1 represent, respegtithed minimum and maximum number of Class A instsn
that can be linked, through association, to theesarstance in Class B. Cardinalities can take theluvalues,
noted in UML as “0”, “1” and “*" (for n). They camalso be given an absolute value (a real numbea) refative
one (a parameter name).

Combinations In binary associations, cardinalities are indicated each branch. Considering the
symmetry of the roles, this produdes combinations, which are listed in the table below.

Derivation The following notions are needed to state the rofegerivation.

Normalized  Normalized transformation keeps the normal formghefmodel. The semantic model
transformation already implements, at a minimum, the first threernmal forms. This formal
requirement contributes to the semantic qualitytled model. It pushes for the
concepts, which could be hidden among the morerspassing concepts, to be drawn out and isolated.

Denormalization  Evidence to hand, it is possible to “denormalized tlata model. The price to be paid
is with the introduction of dependency or redungaaod, more often than not, the authorization ofilg
columns which are not filled in.

Note that for some weakly semantic attributes ¢miative fields, comments, optional fields...), tlass model
often does not strictly follow the first normal fo®.

The intermediary  The “intermediary table”, mentioned in the tabldolae is the association table which
table or relation) ensures the connection between the two businekssidb contains a foreign key to
each of the linked tables. The intermediary tablentifier — the primary key — is
obtained by concatenating the foreign keys. Thep sterifies the association definition, which faibithe same
couple from being saved several times.

This definition and the construction apply, irrestpee of the arity? of the association.

8 The first normal form (1NF) stipulates that evatyribute must have one, and only one, value faheastance and each
moment of its existence.

2 The arity of an association is the number of binasc Its minimal value is 2, because even wittexafe associations, there
are two roles. In theory, there is no maximal valumepractice, the majority of associations areabyn especially in cases
where the semantic modeling has not been brouglfitutbion. Semantic modeling has to draw out theéedaination of
concepts. This means resorting to n-ary assocition
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Deriving the LDM from the semantic model (cont)

Deriving binary associations (cont)

Figure PxM-41en 5. Combinations of cardinalities dbinary association
ol11lo Independent existence of Intermediary table. Denormalization possiblg:
linked objects. case 2 or cas€3
ol11l1 Object B exists independen§yTB_A contains the referenck If one B only exists for one
from object A. But the whol to TB_B. A: instance composition (se
A'is linked to one B. page 23).
11111 Both notions, represented Qy TB_A contains the referencgk We can ask ourselves if it
classes A and B and strong]ly to TB_B and vice-versa. would be worthwhile to
linked. merge the 2 tablés
ol11lo Objects exist independently. Intermediary table. Denormalization possiblg:
A appears dominant. implement case®a
ol11l1 Ditto case 4 Ditto case 4 + constraint ¢f Ditto case 4.
TB_A to intermediary table
11110 B is subordinate to A. Cas¢ TB_B contains the referencg This key can belong, or nof
where A represents type B to TB_A. to the TB_B identifier.
11111 Ditto case 6. Ditto case 6.
ol 1o Concept independence. Trde Intermediary table with | No other solution is possiblq.
semantic associatiéh reference into A and B.
ol 11 B seems to be held more] Ditto case 8 + constraint o No other solution is possiblq.
captive in A's orbit. TB_Ato TB_B.
11 +11 Both notions have a stronggrDitto case 8 + constraint bojhNo other solution is possiblg.
link.34, ways.

* This denormalization means that foreign keys matyoe filled in.

%1 The decision takes into account the volume of datsach table, the life cycle of objects (is i@pendent? do objects A and
B live in the same rhythm? backup procedures..d tie data architecture (association guidance ipthdy/ the logical

architecture, possibility of localizing tables &fefent nodes).

%2 1f we accept that the TB_A reference in the TBaBlé remains unfilled.

% The *__* association is truly semantic; we carcbeain that there will be no hidden dependencigbé concept definition.

A semantic model should contain a high proportibauzh associations, giving numerous associatagssels in return.

* We need to ask the question of what is hidderhlsydonstraint, expressed by the two minimal cadies.
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Deriving the LDM from the semantic model (cont)

Special features of associations

Reified An association is “reified® when a class is associated with it. This is kn@snan
Associations “associative class®.

When an association is reified and the associatiss contains attributes, an
intermediary table is derived from it, irrespectofethe cardinalities of the association.

Derivation  The table name takes the associative class narden¢airthe association name).

Qualified When the association carries a qualifier, there reee@ derivation possibilities; the
associations qualifier must be placed on a table. In genera,gbalifier will reduce the cardinality
opposite (on the B side shown in the figure below).

Figure PxM-41en_6. A qualified association drawing

= << association name >>
A éuahfler B
minl..max1l min2..max2

A broad outline of  Depending on the cardinality combinations, therstaree types of solution available
the solution  to find the data carried by the qualifier:

1. The intermediary tablg, carrying the identifiers, as well as a column
corresponding to the qualifier.

2. One of the tables receives the qualifier, whickakrized on each line, as well as a foreign keyh other
table.

3. The structure of the TB_A table contains the fandigys for all of the qualifier values. This sturet can be in
a table format, with as many positions as theregasdifier values. If table formats are not possilthe table
itself will contain as many columns as there aralifjar values; all these columns are foreign kiey$B_B.

In the case where several qualifiers would be enAhside, the intermediary table contains as maiynens as
qualifiers. The second solution is adjusted ingame way. The third solution works only with mutignsional
table formats.

% “Reification” is a term which comes from Medievatilosophy (from the Latinrés facerg, literally “to make a thing”).
This term has taken on a new meaning in modelinthoaks (cf. Jacques Ferber). Reification is therd&deact of modeling:
the modeler takes the decision to isolate parthaftvs real, in order to represent it in the clztggory.

% In the Merise method, this was known as the “gjate association”. UML (and the object method inegal) brings two
notable changes: firstly, this associative classaary both operations and attributes; secondig, possible to link this class
by associations (the association of associatiorssneapossible in the Merise method).

37 Cf. definition page 15.
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Deriving the LDM from the semantic model (suite)

Derivation rules for qualified associations

The cases The table below details the derivation rules fanaoy qualified associations. They
occur more frequently, as the qualifier breakssyrametry of the association.

The solutions mentioned in the table are:
1. The intermediary table carries the qualifier(s).

2. One of the tables contains a column giving theifjealvalue, and another containing the foreign.kéyhere
are several qualifiers: as many columns as quediiee needed, but only one foreign key.

3. A structure which reflects the qualifier values @ottains the references to the other table.
Generally, the qualifier takes a fixed number direa (an enumerated type, a position in a finiteaa...). If this
is not the case (real, date...), solution 3 ispuaisible.

Figure PxM-41en_7. Qualified association derivation

ol1lol1 Intermediary table with a | Denormalization possible: Solutions 1 and 3, if we
column for the qualifier. case 2 except unfilled columns.

ol1l111l1 TB_A contains n columns, Solution 3 (table).
each referencing TB_B. Solution 1 possible.

ol1lol ~ Intermediary table with a | No other solution possible, Solution 1.

column for the qualifier.

0 1 1 5 Ditto case 3 + constraint of Ditto. Solution 1.
TB_A to intermediary table

11 1| o] 1 | TB_B with qualifier attribute The other solutions are | Solution 2. 1 and 3 possiblq.

and reference TB_A. possible.
1 1 1 1 Ditto case 2 + constraint Solutions 2 and 3 are alsq] If solution 3: a reference to B
TB_Bto TB_A conceivable. only exists oncé®.

11 1] 0| = | TB_B contains the referenge Transformation 4 may be | The column name depends pn

to TB_A and the qualifier. preferred. its positioning.
112111+ Ditto case 3 + constraint of Solution 1.
TB_A to intermediary table
ol 1ol Intermediary table carrying] Denormalization possible:] Solution 1 (normalized) or 3
the qualifier. solution 3.

38 It is not possible to have several occurrencethefsame reference to a TB_B line, inside a saBieATline, even

with different qualifier values.

Praxeme Institute E http://www.praxeme.org Réf. PxM4len-gLDM.doc v. 1.3




Guide PxM-41en « Deriving the logical data modehtf the business model »

ol 1111 Ditto case 2. Solution 3.
ol 1ol +* Intermediary table carrying No other solution.. Solution 1.
the qualifier. In fact, the constraint appligs .
: : to each qualifier value. | Check the appropriatenes
ol =11+ Ditto case 3 + constraint of between table and column
TB_A to intermediary table name.
1| | o] 1 | Casel+ constrainton TB_. Denormalization possib] Solution 1 or 3.
implement case 2.
111111 Ditto case 2 + constraint Also: a reference to B only
TB_Bto TB_A exists onc¥.
1 * 0 5 Intermediary table and No other solution. Solution 1

constraint of TB_B

1 * 1 2 Ditto case 15 + constraint No other solution. Solution 1.
TB_Aand TB B/
intermediary table.

%t is not possible to have several occurrencdhefame reference to a TB_B line, inside a sameATIBie.
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Deriving the LDM from the semantic model (cont)

Deriving n-ary associations

N-ary associations  The most common case is the ternary associationasaociation that links three
classes. The below figure gives an example.

lllustration  An actor orders an offering (product or service).sb doing, he is considered as a
client (as described by the association role)h# tmodel restored this phrase in a binary assoniathe link
between a given actor and a given offering coulgt ba instanced once (it would be the road to juifihe correct
representation is therefore ternary, introducirg riiotivation of the act and the date. The “ordd#’ss composes
the third term of the association.

Figure PxM-41en_8. Example of a ternary associatiarders”

Order
issues
s . ]
7 motive
{ 1101}
issuer | 0..1 e
Actor Offering
orders
customer ordered
|
|
}

| Distribution Centre

|

| stores

! ‘ Product

| | *

| |

| |

| |

| |

L |

Order Line -
reserves Available Stock
T
|
|
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|
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Deriving the LDM from the semantic model (cont)

Deriving n-ary associations (cont)

Derivation It is difficult to show the cardinalties of n-argsociations on class diagrams. James
Rumbaugh advises processing them in model comnheck<s

The intermediary  This does not affect derivation as, no matter what cardinalities of an association
table are, atable is created for the association.

This intermediary table contains as many foreiggskas there are branches in the
association. The table identifier is obtained frive concatenation of these foreign keys.

Associative class  In the example on the previous page, the ternaycition is reified by the concept of
case order line. The constraint that this associatiopresses, is that an order can only
contain a single line on a given prodfict

Taking constraints  The class diagram of the previous page, highlightsonstraint between Order and
into consideration Actor. This constraint specifies that all linestpering to the same order, can refer to
one, and only one, actor.

If we opt for an order identifier relating to thikeat, implementing the derivation rule mentiondmbae, will mean
doubling the column containing the actor identifiEhe resulting model will need to be altered byoging this
column.

Thus established, the primary key of the intermgdiable is enough to check the integrity constrain

The figure below illustrates the transformatiortlo# ternary association of the previous modelngknto account
the constraint.

Figure PxM-41en_9. Logical data model for the “Ordi@e” table.

TB| Offering TB_Actor TB_Order
idOffering idActor idActor
nbOrder

~_|_

TB_|OrderLine

idOffering

idActor
—idActor—

nbOrder

Generally speaking, the order is identified by enbar of its own and the problem does not arise.

40 This constraint does not apply to the man-machiterface, which can considerably ease keyboardiefpre the
data is consolidated.
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Deriving the LDM from the semantic model (cont)

Other class model details

Composition and Aggregation is nothing more than an association asdsuch, does not require any
aggregation particular derivation rules. Composition (in itsictest sens® expresses a stronger

constraint: the component dependency with regaaisthe owner class. This
circumstance prompts the designer to absorb thepooent data into the owner table. The conditionaiesthe
cardinality of the association, on the componen ¢cf. association rule).

Constraint It is possible to mention, on an association bratieh reserved word “ordered” It
{ordered)} only has a meaning in the case of a multiple calfifyn(not necessarily unknown).
This constraint stipulates an ordered list of otgjec

The derivation leads to a sequence number beingdagidone does not already exist) to the placereitiee links
are stored:

= either on the intermediary table (case 1, 4, &ieftable on page 15);

= or on the corresponding table (case 6 of the sabie)t

Association derivation: denormalization

Composition of In the case of an association whose cardinalities &1__ 1-1, the normalized
instances derivation is processed by case 2. However, ibssible that when an instance of B is

linked to an instance of A, it cannot be linkedatoything else. Other instances, not
linked to instances of A, will be able to exist@udmously or depend on other classes. This isdh®osition of
instances.

In this case, the TB_A table could absorb the TBalide. We are dealing here with a denormalizediegpbn, as
the same data structure (all the columns derivenh ftlass B) will be duplicated: it will be placedd the TB_A
table and into other tables, or in a TB_B tablejrgathe other instances.

This is a limited case scenario, but the reasotramgsposes to the data architecture level. B camasa generic
concept, for example Person in the Reality domBie derived data structure can be duplicated i of the
user factories (“client” domain, “HR” domain...).

41 1t is represented on UML class diagrams by a fineshed by a black lozenge shape (placed on theeowside, the
composite class).

“2 Not to be confused with the role name “ordereddcus the diagram on the previous page. This ral@en expresses a
semantic element, whereas the reserved wordefed (normally between brackets) is for a structurahstraint.

Praxeme Institute E http://www.praxeme.org Réf. PxM4len-gLDM.doc v. 1.3




Guide PxM-41en « Deriving the logical data modehtf the business model »

Deriving the LDM from the semantic model (cont)

Deriving codifications

Linking mechanism Semantic class attributes which represent a cadific (type or enumeration) are
for Codifications derived in columns of a character chain natures&€hsplumns contain the identifier
values on the Codification table (pseudo-identiiiercodification).

See, further on, “Codification mechanism”, page@4e length of the string is given by this chapter.

The column keeps the code without the languageedddthe language in which the codification shoogd
expressed depends on the user context, and nbeabject itself.

Deriving state machines

One or more In order to keep the last executed state wherehfert lodged itself, it is necessary to
columns add a column to the corresponding table.

There are several cases:

» States encompass finer states: in this casepdssible to either add a second column (one pet tehdepth in
the state machine), or to only keep the detaildadesa

* The state machine contains concurrent compartmaenthis case, the only solution is to define auoah for
each of the simultaneous compartments.

e The state machine may have a memory (historizatfam state, indicated by an encircled letter “H” thnse
states which can be historized): an additionalmolis also needed here.

Sate values are then distributed on the columns. distribution of values on the columns is no &ivinatter.
However, only the logical machine has knowledgthefmechanism.
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Decisions on the LDM

Codification mechanism

Introduction The semantic model mentions codifications in thenfef object types, codifications
(association of a code and an explicit label),rameerations (fixed value codifications,
i.e., closed, stable lists).

In all these cases, the data structure is the sam@re the multi-system and multilingual requireteeAs a
consequence, the logical architecture proposesgaeimechanism which enables transverse services teused
and avoids multiplying small tables.

Transverse Services and data structure are defined in theradi~_Utilities. This means that the
services codification mechanism is logically unique and smable. The mechanism is in the

form of a machine LM_Caodification. It is put away the workshop LW_Thesauréis
The vocation of this workshop is to ensure theaystomprehension and behavior. It regroups thefications
and messages (information and error). It is themaomcation organ with human actors; its contraeréfore
includes multilingualism.

It can also include online help and index-dictignarechanisms, as well as all other intelligenceipihe system
(hence the name Thesaurus).

Codification services receive the business conliédxs parameter enables the codifications to berétl. They also
receive the language to be used.

Architecture Moreover, logical architecture obeys one requirdmengical workshops, as
questions deployment units, must be as autonomous as they can

The architect can decide that each logical worksmamages its own codifications,
increasing its autonomy. No code leaves a workshioless accompanied by the label which gives miganing'.

To this end, the logical architect links all workgls to LW_Thesaurus by a stereotyped dependenagyotii
meaning that they incorporate the services ofwtluikshop.

As to the question of data localization, the ansveer be found in the choice of data architectuge (sage 5). Each
database must own its codification table, so tHatmthe workshop opens a database, it finds aliléite it needs
to reply to requests (in 90% of the cases). Iflib# is on the same scale as the logical factorgrehwill be a
codification data support for all workshops in faetory.

43 Other candidate names for this workshop: LW_Comigation, LW_Control, LW_Terminology...

“ It is an exacting solution. Another solution estsuthe logical machine in the “Activity” stratumitiv asking for
code/expression translations. The argument beiad this translation is only used when interactiniidy humans.

e
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Decisions on the LDM (cont)

Codification mechanism model

Model The class diagram below expresses the requiredngiesiéor codifications.

The constraint requires a codification to be au#ear for a business context if it uses
the codification type that the codification is letkto.

The model allows specific codifications to applyseveral business contexts (on condition, of cqutes these
contexts recognize the same codification types).

For a codification type, codification values arelened. This constraint enables the labels desciiyeithe man-
machine interface to be classified.

The expressions (labels and comments) assume tienkanguage: hence the associative class.

The mechanism operations should allow the codifiadtists to be filtered by type and by context.

Figure PxM-41en_10. Class diagram for the codificatmechanism

uses -
Business Context Codification Type
. *
1.* {Kﬁc:} - 1type
links
allows Cadification {Q”rdered}
* |cd_value : string | value

Expression

__________________ Ib_short : string
Ib_long : string
» |EXpresses description : text

Language
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Decisions on the LDM (cont)

Codification mechanism (cont)

Table structure The table below details the columns in the TB_Qodifon table.
Figure PxM-41en.1 The Coaodification table

id codification Table identifier. It obeys a format given hereafter String [8]
cd contextBusiness | Code identifying the business context (partnehefextended enterprise} String [3]
cd_typeCodification Defines the codification type (several lines cahg type valu®). String [2]
cd value Codification code (independent of the language). rn&{3]
cd_language Language code, the label is expected fiere String [2]
nb_sequence Enables codifications to be scheduled in the tigigotovided. Short integer
dt_validityStart Date from which the codification will apply (thenpmd of validity includes Date
- this date). If not filled in: valid to end date.
dt_validityEnd Date until which the codification will apply (theepod of validity includes Date
- this date). If not filled in: valid from start dateithout limit.
Ib short Short label for codification, for the compositiohammbo boxes. String [64]
Ib_long Long label, more explicit. String [256]
description A text providing more business explanations. Fonsmeachine interface. Text
comment admin Information linked to data administration (origapplication, etc.). Text

Complementary The following tables will help the data administratThe LW_Thesaurus workshop
tables should provide an additional interface dedicatethéoadministrator:
= Caodification type: gives the signification of cdpgCodification.
= Language: translates the code language.
= Business context: saves the partner data.

5 This table does not respect data normalizatiorrd s, indeed, a dependency between the identifierponents and the
other columns. This infringement is justified as ntakes the table easier to read. For example, aestqon
cd_typeCadification and cd_language, enable théicgipe codes to be gathered together.

46 The same business context can cover several lgaguBor example, French and Flemish in Belgium.

S -
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NB: These tables are codifications: the data cdddorocessed in the same TB_Codification table. Whele
mechanism would be covered by a single table.

Codification The identifier id_codification, enables businesdlda to be linked to the
identification TB_Codification table. Its values are kept in tlablé columns, as foreign keys. It

constitutes the complete code of the codificatinaluding context. On the other hand,
it does not fully identify the lines in the TB_C#éidation table. Certainly, the language is missiRgr any given
id_codification value, there can be several lirieis. the same codification, but the labels areregged in different
languages.

The TB_Codification table is identified by all dfe columns which make up the pseudo-identifier adlifecation,
plus the language.

ldentifier The TB_Codification table is identified by all ohe following columns, which
constitute its true identifier:

= cd_contextBusiness;
= cd_typeCodification;
= cd_value;

= cd_language.

Pseudo-identifier  The pseudo-identifier, id_identifier, identifiesetitodification, but not the line in the
table. It is a character chain which concatenates:

= cd_contextBusiness;
= cd_typeCaodification;
= cd_value.

From a data administration point of view, id_cachfion is not an identifier, but it can be of imsrto build an
index of it, to accelerate searches.

Another possibility: create a second identifiemnpmsed of id_codification and cd_language.

A more purist solution: do away with this colummtf{oducing functional dependencies), leaving the
LM_Caodification services to analyze the chain reediin the parameter and to find the significarthddements.

Associations in the What does the FK contain in business tables? Theeigs discussed on page 24. The
logical model point of imposing a functional integrity constraifflC) between the foreign keys of

the business tables and id_codification is a modest since, in any case, the DBMS
cannot verify the pertinence of the value compawét the codification type associated to the columrwould
only be a partial constraint because the tablerapasses all codification types.

It is the LM_Codification which carries out the tmis.
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Decisions on the LDM (cont)

Other decisions

Historization Historization and traceability needs are processedhe LDM. This subject is not

covered here. Note simply that notation and the Utdal can be used to indicate
historization needs. This can be done using a thggéue attached either to a class, or to an at&jbin the
business models.

In the cases where these needs take on a busiakss the information should be put in the semamogiel;
perhaps envisaging an automatic transformation rdsvéhe LDM, taking the historization into accoulttthen
becomes necessary to add the date, which contsibutbe identifier.

Building identifiers  Sometimes the semantic model defines owner idergifon the classes. This is a rare
occurrence and the semantic model assumes thdobfect identify” is established.
The task of systematically fixing the table ideieti$, therefore, comes back to the LDM.

The identifier is defined:

= either from significant data, present in the taflgth preference given to building composite idBets,
defined by aggregating several columns) or refgrback to identifiers from other tables;

= or from artificial data (counter or arbitrary vajue

The multi-system dimension must be taken into account when building identifiers.

Formats The semantic model only defines the nature of ttrédates. If an attributes obeys
syntax rules, they are given in the comments. TD®lImust specify the format:

= type compatible with the DBMS,;

= length of chains.

It reuses the constraints defined on the attribaibes where possible, entrusts them to the DBMSi@aimry field,
value range...).

Document fields The designer can add columns which will allow tb®es of a system to save
comments, in addition to business data (charab@ins, texts, links to notes...). These
additions can be systematic.

Attributes and UML enables an attribute or an association to fimele as “derived”, in other words,
derived able to be deducted from the rest of the moddieethrough calculation or by
associations navigation. The automatic derivation of the LDM slibexclude these elements, as

they would introduce a functional dependency andkaof contradiction of the
information in the data model.

Nevertheless, for optimization reasons, the desigometimes chooses to weigh the LDM down with owis or
keys corresponding to these elements. This disiensghould be exceptional. Such a decision carobsidered
more appropriately with the physical data modelthig stage, there will be a better understandfrigpav the
system behaves.
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Elements for physical data modeling

Physical aspect decisions

Warning The document on the logical data model was notesggpto cover the physical aspect.

However, it seemed useful to include this additi@spect, in order to show how data-
related decisions are shared out across the whotegs. The challenge comes with classifying thesams and
ensuring that downstream preoccupations do notifgolipstream models.

The physical The physical data model settles itself in the repnéation of the physical aspect. The
aspect figure below is a quick reminder of where this a$pe positioned within the overall

framework. The physical model refers both to thivwsare and hardware aspects. The
software components are found in the first; antha second, the “nodes” of the hardware architectue., the
physical machines.

The physical architecture design consists of lagadi the software components in the hardware arcthite. The
guide PXM-80 describes this work.

Figure PxM-41en_11. The positioning of the physasgect in the Enterprise SystemTopology.

]

Software

] ]

Hardware Physical

Deployment The physical architecture sets the deployment gess When thinking about data
architecture, the thought process covers the:

delimiting of physical databases;

creation of several bases for the same LDM, possitih nuances on the physical data model (PDIM)

dynamic of data duplication / synchronization;

import of data, in compliance with logical architee indication¥ ;

optimization (use of schemas, tablespaces, injlex...

4" These nuances can come from using different DBMBom the difference in physical configurations.

“8 This is case with data from LF_Ultilities (codiftin, messages...), when the logical architect sesd®o import.
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Elements for physical data modeling (cont)

Data architecture elements, at the physical level

Physical The physical architecture is represented with doyepent diagram.
architecture
elements

Node  The architecture nodes are the physical machinetsiding database servers.

Connection The architecture establishes connections and itedictne communication protocol
between the nodes.

Elements specific
to databases
Schema  The schema specifies the database structure.

It contains the table definitions, columns, theis@ciations and constraints. A schema is a compoAsrsuch, it
figures in the software model. The schema can esentt in two equivalent forms: a representatioa RBM) and
its translation in data description language (DEL).

Database The database is a physical component, localizeal rmode, reserving space and serving
as a mass support, i.e., ensuring data persistirigyouilt in compliance with a schema (or creatieom a DDL).

Tablespace The “tablespace” is a storage unit. It is builiagsart of a database, reserving a certain
volume of data. This volume is delimited by thelézdnd index choicé

In the physical architecture, the tablespace isgfax database that can be localized independgarila partition).
Partition Itis a physical partition: a space reserved otoeage Support.

Index  The index is a mechanism provided by the DBMS wiinhbles quicker searches on
tables.

The indexes are added by the data administratam the performance report or estimated performanteake
DBMS.

Physical data The PDM is an element of the physical architectiisedesign rests on the precise
model design knowledge of the chosen DBNISIt expresses localization and optimization decisi

4 Data Description Language

% In E.J. NAIBURG, R.A. MAKSIMCHUK,UML for database desigrEd. Addison-Wesley, page 283ablespace”: “a
construct representing an amount of storage spaaktis to be allocated to tables, indexes, andrsb o

1 In opposition to the LDM, which only supposed kiesdge of the principles of the chosen technologgréh classical
relational technology) and good data design prast{oormal forms, derivation rules).

e
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LDM limit The data model would not know how to take on baardrything that the business
model expresses, let alone talking about operatimusstate machines. Indeed, class

association demonstrates a dynamic behavior ticapes the LDM. If two instances are linked by asdmn and

if one of them were to be deleted, the link wouldagpear. Consequences must be drawn from thiden t

database. This type of behavior can be entrustedirent DBMSs. It can also be written down in gesvices.

This last solution is more readily adaptable arabés possible constraints to be verified.
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